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Abstract—Recent years have seen a proliferation of 3-valued models for capturing abstractions of systems, since these enable verifying both universal and existential properties. Reasoning about such systems is either inexpensive and imprecise (compositional checking), or expensive and precise (thorough checking). In this paper, we prove that thorough and compositional checks for temporal formulas in their disjunctive forms coincide, which leads to an effective procedure for thorough checking of a variety of abstract models and the entire $\mu$-calculus.

I. INTRODUCTION

Recent years have seen a proliferation of approaches to capturing abstract models using rich formalisms that enable reasoning about arbitrary temporal properties. Examples of such formalisms include Partial Kripke Structures (PKSs) [1], Mixed Transition Systems (MixTSs) [2], [3], Hyper-Transition Systems (HTSs) [4], [5], [6], etc. Model checking over these is either conclusive, i.e., the property of interest can be proven or refuted, or inconclusive, denoted maybe, indicating that the abstract model needs to be refined.

Two distinct 3-valued semantics of temporal logic are used over these abstract models. One is compositional, in which the value of a property is computed from the values of its subproperties (as in classical model checking), and the other one is thorough [1]. The latter assigns maybe to a property only if there is a pair of concretizations of the abstract model such that the property holds in one and fails in the other. In general, model checking with thorough semantics is more expensive than compositional model checking — EXPTIME-complete for CTL, LTL and $\mu$-calculus ($L_\mu$) [7]. Thorough semantics, however, is more conclusive than compositional. For example, consider the program $P$ shown in Figure 1(b), where $x$ and $y$ are integer variables and $x, y = e_1, e_2$ indicates that $x$ and $y$ are simultaneously assigned $e_1$ and $e_2$, respectively. A PKS $M$, shown in Figure 1(c), is an abstraction of $P$ w.r.t. predicates $p$ (meaning “$x$ is odd”), and $q$, (meaning “$y$ is odd”). The CTL formula $\varphi = AGq \land A[pUq]$ evaluates to maybe on $M$ under compositional semantics and to false under thorough, since every refinement of $M$ refutes $\varphi$.

For the purpose of effective reasoning about abstract models, it is important to enable thorough-quality analysis using (compositional) 3-valued model checking. Specifically, we aim to identify classes of temporal formulas whose compositional model checking is as precise as thorough. Otherwise, we want to transform the formulas into equivalent ones (in classical logic), for which compositional checking yields the most precise answer. For example, we would transform the formula $AGq \land A[pU\neg q]$ into $A[p \land q \lor \neg q]$ that is unsatisfiable (over total models) and thus always false. [9], [8] refer to this process as semantic minimization, and the formulas for which thorough and compositional semantics coincide as self-minimizing.

This paper addresses thorough checking of $L_\mu$ formulas over various abstract models with 3-valued semantics following the algorithm in Figure 1(a). This algorithm consists of three main steps: (1) (compositional) model checking of $\varphi$ over an abstract model $M$ (e.g.,[1], [2], [5]), (2) checking if $\varphi$ is self-minimizing, and (3) computing semantic minimization of $\varphi$, and then model checking the resulting formula. Computing semantic minimization is the most expensive part and is at least as hard as thorough checking [8]. Therefore, it is important to identify as many self-minimizing formulas as possible in step (2), and avoid step (3).

In [8] and [10], it was shown that positive/monotone temporal formulas, i.e., the ones that do not include both $p$ and $\neg p$, are self-minimizing over abstract models described as PKSs. This self-minimization check, however, is not robust for more expressive abstraction modelling formalisms such as HTSs. For example, consider an abstraction of program $P$, described as an HTS $H$, shown in Figure 1(d). Based on the 3-valued semantics of $L_\mu$ over HTSs, the monotone formula $AGp \land AGq$ evaluates to maybe over $H$ [5], [4]. However, this formula is false by thorough checking, because every concretization of $H$ refutes either $AGp$ or $AGq$.

In this paper, we extend step (2) of the thorough checking algorithm by proving that the disjunctive and conjunctive normal forms of $L_\mu$ defined in [11] are self-minimizing over abstract models described as HTSs. We focus on HTSs because other 3-valued abstraction formalisms can be translated to them without loss of precision, but not the other way around [4]. Godefroid and Huth [8] proved that monotone disjunctive $L_\mu$ formulas without greatest fixpoints are self-minimizing for PKSs, and pointed out that by a naive inductive proof the self-minimization of greatest fixpoint disjunctive formulas cannot be shown. We improve on this result by using an automata intersection game inspired by [12], to show that the disjunctive and conjunctive normal forms of $L_\mu$ with greatest fixpoint are self-minimizing over HTSs. Our result yields a simple syntactic check for identifying self-minimizing formulas over HTSs and can be used along with the monotonicity condition for PKSs and MixTSs.

Our result further provides an alternative semantic minimization procedure for step (3) of the algorithm, via the
under semantic minimization, i.e., every formula can be translated to an equivalent \( L_{ui} \) formula (in classical logic), for which compositional checking yields the most precise answer. The translation, however, is complicated and includes several steps: transforming \( L_{ui} \) formulas to non-deterministic tree automata, making non-deterministic tree automata 3-valued, and translating back these automata to \( L_{ui} \). Our semantic minimization procedure is more straightforward and only uses the simple tableau-based construction described in [11]. Finally, we show that our semantic minimization procedure can be extended to abstract models described as PKSs and MixTSs, thus providing a general SEMANTICMINIMIZATION() subroutine for the algorithm in Figure 1(a).

The rest of this paper is organized as follows: Section II outlines some preliminaries. Section III defines an automata intersection game inspired by the abstraction framework in [12]. This game is used in Section IV to prove the main result of the paper which establishes a connection between self-minimizing formulas over HTSs and disjunctive/conjunctive forms of \( L_{ui} \). Section V provides a complete algorithm for thorough checking of \( L_{ui} \) over arbitrary abstract models including PKSs, MixTSs, and HTSs, and discusses the complexity of this algorithm. In Section VI, we present some self-minimizing fragments of CTL for HTSs. We further discuss our work and compare it to related work in Section VII. Section VIII concludes the paper. Proofs for the major theorems are available in the Appendix.

II. PRELIMINARIES

In this section, we provide background on modelling formalisms, temporal logics, refinement relation, and compositional and thorough semantics.

**3-valued logic.** We denote by \( 3 \) the 3-valued Kleene logic [13] with elements true (t), false (f), and maybe (m). The truth ordering \( \leq \) of this logic is defined as \( f \leq m \leq t \), and negation as \( \neg t = f \) and \( \neg m = m \). An additional ordering \( \preceq \) relates values based on the amount of information: \( m \preceq t \) and \( m \preceq f \), so that \( m \) represents the least amount of information.

**Models.** In what follows, we introduce different modelling formalisms that are used in this paper.

A Kripke structure (KS) is a tuple \( K = (\Sigma, s_0, R, L, AP) \), where \( \Sigma \) is a set of states, \( s_0 \in \Sigma \) is the initial state, \( R \subseteq \Sigma \times \Sigma \) is a transition relation, \( AP \) is the set of atomic propositions, and \( L : \Sigma \to 2^{AP} \) is a labelling function. We assume KSs are total, i.e., \( R \) is left-total.

A Partial Kripke Structure (PKS) [1] is a KS whose labelling function \( L \) is 3-valued, i.e., \( L : \Sigma \to 3^{AP} \). Figure 1(c) illustrates a PKS, where propositions \( p \) and \( q \) are \( m \) in state \( s_1 \).

An Mixed Transition System (MixTS) [2], [3] is a tuple \( (\Sigma, s_0, R^{must}, R^{may}, L, AP) \), where \( \Sigma \) is a set of states, \( s_0 \in \Sigma \) is the initial state, \( R^{must} \subseteq \Sigma \times \Sigma \) and \( R^{may} \subseteq \Sigma \times \Sigma \) are must and may transition relations, respectively, \( AP \) is the set of atomic propositions, and \( L : \Sigma \to 3^{AP} \) is a 3-valued labelling function.

A hyper-transition system (HTS) [4], [5], [6] is a tuple \( H = (\Sigma, s_0, R^{must}, R^{may}, L, AP) \), where \( R^{must} \subseteq \Sigma \times P(\Sigma) \) and \( R^{may} \subseteq \Sigma \times \Sigma \) are must and may transition relations, respectively, \( L : \Sigma \to 2^{AP} \) is a 2-valued labelling function, and \( \Sigma, s_0 \) and \( AP \) are defined as above. Intuitively, an HTS is a MixTS with a 2-valued labelling function and must hyper-transitions. We assume HTSs and MixTSs are total, i.e., \( R^{may} \) is left-total. Figure 1(d) illustrates an HTS, where must and may transitions are represented as solid and dashed arrows, respectively. Throughout this paper, we often write relations as functions: for instance, \( R^{may}(s) \) is the set \( \{ s' \mid (s, s') \in R^{may} \} \).

An HTS \( H \) is concrete if for every \( s, s' \in \Sigma \), we have \( s' \in R^{may}(s) \Leftrightarrow \{ s' \} \in R^{must}(s) \). For every KS \( K = (\Sigma, s_0, R, L, AP) \), there is an equivalent concrete HTS \( H_K = (\Sigma, s_0, R^{must}, R^{may}, L, AP) \), where \( R^{may} = R \) and \( s' \in R(s) \Leftrightarrow \{ s' \} \in R^{must}(s) \) for every \( s, s' \in \Sigma \).

**Temporal logics.** Temporal properties are specified in the propositional \( \mu \)-calculus \( L_{ui} \) [14].

**Definition 1:** Let \( Var \) be a set of fixpoint variables, and \( AP \) be a set of atomic propositions. The logic \( L_{ui}(AP) \) is the set of formulas generated by the following grammar:

\[
\varphi ::= \text{true} | p | Z | \varphi_1 \land \varphi_2 | \neg \varphi | EX \varphi | \mu Z.\varphi(Z)
\]

where \( p \in AP \), \( Z \in Var \), and \( \varphi(Z) \) is syntactically monotone in \( Z \).

The derived connectives are defined as follows:

\[
\begin{align*}
\varphi_1 \lor \varphi_2 & = \neg(\neg \varphi_1 \land \neg \varphi_2) \\
AX\varphi & = \neg EX\neg \varphi \\
\nu Z.\varphi(Z) & = \neg \mu Z.\neg \varphi(\neg Z)
\end{align*}
\]

Any \( L_{ui} \) formula can be transformed into an equivalent formula in which negations are applied only to atomic propositions. Such formulas are said to be in negation normal form.
(NNF). An $L_\mu$ formula $\varphi$ is universal (resp. existential) if NNF($\varphi$) does not contain any $EX$ (resp. $AX$) operators. We write $\varphi_V$ (resp. $\varphi_P$) to denote a universal (resp. existential) formula, and write $\varphi_{prop}$ when $\varphi$ is a propositional formula, i.e., when $\varphi$ consists of literals, conjunctions and disjunctions.

**Definition 2:** [5] Let $H$ be an HTS, $\varphi$ be an $L_\mu$ formula, and $e : Var \rightarrow P(\Sigma)$ be an environment. We denote by $\|\varphi\|^H_e$ the set of states in $H$ that satisfy $\varphi$, and by $\|\varphi\|^H$ the set of states in $H$ that refute $\varphi$. The sets $\|\varphi\|^H_e$ and $\|\varphi\|^H$ are defined in Figure 2, where $ex(S) = \{s | \exists s' \in R^{mut}(s) \cdot S' \subseteq S\}$ and $ax(S) = \{s | \forall s' \in R^{rep}(s) \cdot S' \subseteq S\}$.

For a closed $L_\mu$ formula $\varphi$, $\|\varphi\|^H_1 = \|\varphi\|^H_2$ for any $e_1$ and $e_2$ and $\lambda \in \{T, \bot\}$. Thus, $e$ can be safely dropped when $\varphi$ is closed. We also omit $H$ when it is clear from the context. Since KSs are special cases of HTSs, the above semantics applies to them as well.

In this paper, we often express temporal formulas in the computation tree logic CTL [15] whose syntax is defined w.r.t. a set $AP$ of atomic propositions as follows:

$$\varphi ::= p | \neg p | \varphi \vee \varphi | \varphi \wedge \varphi | EX \varphi | AX \varphi | E[\varphi U \varphi] | A[\varphi U \varphi] | E[\varphi U \varphi] | A[\varphi U \varphi]$$

where $p \in AP$. The operators $A\mu$ and $E\mu$ are universal and existential until operators, respectively; and operators $A\bar{\mu}$ and $E\bar{\mu}$ are their duals, respectively. Other CTL operators can be defined from these:

$$AG \varphi = A[false \bar{U} \varphi] \quad EG \varphi = E[false \bar{U} \varphi]$$
$$AF \varphi = A[true \bar{U} \varphi] \quad EF \varphi = E[true \bar{U} \varphi]$$

CTL has a fixpoint characterization which provides a straightforward procedure for translating CTL to $L_\mu$. Thus, the semantics of CTL over HTSs follows from Definition 2.

**3-valued compositional semantics.** An HTS $H$ is consistent [4] if for every $s \in \Sigma$ and $S \in R^{mut}(s), S \cap R^{rep}(s) \neq \emptyset$. Therefore, for every consistent HTS $H$ and $\varphi \in L_\mu$, $\|\varphi\|^H \cap \|\varphi\|^H = \emptyset$, i.e., a consistent $H$ does not satisfy $\varphi \wedge \neg \varphi$.

The semantics of $L_\mu$ over a consistent HTS $H$ can be described as a 3-valued function $\|\varphi\|^H : L_\mu \times \Sigma \rightarrow \{0, 1, 3\}$. We write $\|\varphi\|^H(s) = 1$ if $s \in \|\varphi\|^H$, $\|\varphi\|^H(s) = 0$ if $s \notin \|\varphi\|^H$, and $\|\varphi\|^H(s) = 3$ otherwise. The value of $\varphi$ at $s$, denoted $\|\varphi\|^H(s)$, is defined as $\|\varphi\|^H(s_0)$, where $s_0$ is the initial state of $H$. To disambiguate from an alternative semantics presented later, we refer to this 3-valued semantics of $L_\mu$ over HTSs as compositional.

**Refinement relation.** Models with 3-valued semantics are compared using orderings relations known as refinement relations [16].

**Definition 3:** [5] Let $H_1$ and $H_2$ be HTSs. A refinement relation $\rho \subseteq \Sigma_1 \times \Sigma_2$ is the largest relation where $\rho(s, t)$ iff

1) $L_1(s) = L_2(t)$,
2) $\forall S \subseteq \Sigma_1 : R^{mut}_1(s, S) \Rightarrow \exists T \subseteq \Sigma_2 : R^{mut}_2(t, T) \land \rho(s, T),$
3) $\forall t' \subseteq \Sigma_2 : R^{rep}_2(t', t') \Rightarrow \exists s' \subseteq \Sigma_1 : R^{rep}_1(s', s') \land \rho(s', t')$.

We say $H_2$ refines $H_1$ and write $H_1 \leq H_2$, if there is a refinement $\rho$ such that $\rho(s_0, s_0)$, where $s_0$ and $s_0$ are the initial states of $H_1$ and $H_2$, respectively.

Refinement preserves $L_\mu$ formulas [5], i.e., if $H_1 \leq H_2$, then for every $\varphi \in L_\mu$, $\|\varphi\|^H_1 \leq \|\varphi\|^H_2$. Refinement can relate HTSs to KSs as well. Recall that every KS $K$ is equivalent to a concrete HTS $H_K$. We say that a KS $K$ refines an HTS $H$, denoted $H \leq K$, if $H \leq H_K$. For every HTS $H$, $\mu[H]$ denote the set of completions of $H$, that is, the set of all KSs that refine $H$.

**Thorough semantics and semantic minimization.** Thorough semantics of $L_\mu$ over HTSs is defined w.r.t. the completions of HTSs: A formula $\varphi$ is true in $H$ under thorough semantics, written $\|\varphi\|^H = t$, if it is true in all completions of $H$; it is false in $H$, written $\|\varphi\|^H = f$, if it is false in all completions of $H$, and it is maybe in $H$, written $\|\varphi\|^H = m$, otherwise [1].

Thorough semantics is more precise than compositional semantics [1]. That is, $\|\varphi\|^H_3 \leq \|\varphi\|^H$ for every HTS and $L_\mu$ formula $\varphi$. A formula $\varphi$ is a positive semantic minimization of a formula $\varphi'$ if for every HTS $H$, $\|\varphi\|^H = t \Leftrightarrow \|\varphi\|^H_3 = t$, and is a negative semantic minimization of $\varphi'$ if for every HTS $H$, $\|\varphi\|^H = f \Leftrightarrow \|\varphi\|^H_3 = f$. Further, a formula $\varphi$ is called positively self-minimizing when it is its own positive semantic minimization, and is negatively self-minimizing when it is its own negative semantic minimization. A formula that is both positively and negatively self-minimizing is called semantically self-minimizing or self-minimizing for short. For instance, $AGp \land AG\neg q$ is not negatively self-minimizing, because for the HTS $H$ in Figure 1(d), $\|AGp \land AG\neg q\|^H_3 = m$ and $\|AGp \land AG\neg q\|^H = f$. As we show later in the paper, $AG(p \land \neg q)$ is a negative semantic minimization of $AGp \land AG\neg q$. Dually, $EF(p \lor q)$ is a positive semantic minimization of $EFp \lor EFq$. Since thorough semantics is defined in terms of completions of HTSs, it is desirable to define self-minimizing formulas in the same terms, via an equivalent definition, as done below.

**Definition 4:** An $L_\mu$ formula $\varphi$ is negatively self-minimizing if for every HTS $H$, $\|\varphi\|^H \neq f \Rightarrow \exists K \in C[H] : K \models \varphi$, and is positively self-minimizing if for every HTS $H$, $\|\varphi\|^H \neq t \Rightarrow \exists K \in C[H] : K \models \neg \varphi$.

Our definitions for positive and negative semantic minimization are, respectively, the same as those for pessimistic and optimistic semantic minimization in [8].

**III. AN AUTOMATA INTERSECTION GAME**

In this section, we define an automata intersection game inspired by the automata-based abstraction framework proposed in [12]. In this framework, both temporal formulas and abstract
models are represented as finite automata. For a formula \( \varphi \), the language of its corresponding automaton \( A_\varphi \) is the set of KSSs satisfying \( \varphi \), i.e., \( K \in \mathcal{L}(A_\varphi) \) iff \( K \models \varphi \). For an abstract model \( H \), the language of its corresponding automaton \( A_H \) is the set of completions of \( H \), i.e., \( \mathcal{L}[H] = \mathcal{L}(A_H) \).

Viewing formulas and abstract models as automata allows us to uniformly define both (thorough) model checking and refinement checking as automata language inclusion. That is, \( H \models \varphi \) iff \( \mathcal{L}(A_H) \subseteq \mathcal{L}(A_\varphi) \) (model checking), and \( H_1 \preceq H_2 \) iff \( \mathcal{L}(A_{H_1}) \subseteq \mathcal{L}(A_{H_2}) \) (refinement checking) [12].

The class of automata used in [12] is known as \( \mu \)-automata [11]. These automata, although very similar to non-deterministic tree automata (e.g., [17]), are more appropriate for working with branching time logics, because they precisely capture \( L_\mu \) over transition systems with unbounded branching.

We use a simplified definition of \( \mu \)-automata adapted from [11], [12].

**Definition 5:** [11], [12] A \( \mu \)-automaton is a tuple \( A = (Q, B, q_0, CH, BR, L, \Omega, AP) \), where \( Q \) is a non-empty, countable set of states called choice states; \( B \) is a countable set of states, disjoint from \( Q \), called branch states; \( q_0 \in Q \) is the initial state; \( CH \subseteq Q \times B \) is a choice relation, from choice states to branch states; \( BR \subseteq B \times Q \) is a transition relation, from branch states to choice states; \( L : B \to 2^{AP} \) is a labelling function mapping each branch state to a subset of atomic propositions in \( AP \); and \( \Omega : Q \to \mathbb{N} \) is an indexing function, defining a parity acceptance condition.

Unless stated otherwise, "automata" and "\( \mu \)-automata" are used interchangeably in the rest of the paper. Given an infinite tree \( T \) rooted at \( r_0 \), a tree run of an automaton \( A \) on \( T \) is an infinite tree \( T' \) whose root is labelled with \( (r_0, q_0) \). Every node of \( T' \) is labelled with either a pair \( (r, q) \) or \( (b, r) \), where \( r \) is a node from \( T \), and \( q \) and \( b \) are respectively choice and branch states of \( A \). Every node \( (r, q) \) has at least one child node \( (r', q') \), where \( b \in CH(q) \) and the labelling of \( b \) matches that of \( r \). For every node \( (b, r) \) and every child \( r' \) of \( r \) in \( T \), there exists a child \( (r', q') \) of \( (b, r) \) s.t. \( q' \in BR(b) \). For every node \( (r, q) \) and every \( q'' \in BR(b) \), there exists a child \( (r'', q'') \) of \( (r, q) \) s.t. \( r'' \) is a child of \( r \) in \( T \). A tree run \( T' \) is accepting if on every infinite path \( \pi \) of \( T' \), the least value of \( \Omega(q) \), for the choice states \( q \) that appear infinitely often on \( \pi \), is even. An input tree \( T \) is accepted by \( A \) if there is some tree run of \( A \) on \( T \) that is accepting. The language of an automaton is the set of trees it accepts. For example, the language of the automaton shown in Figure 3(b) is the set of all infinite trees whose nodes are labelled by \( \{p, q\} \) or \( \{p, \neg q\} \). Input trees for \( \mu \)-automata have arbitrary branching degrees and are not necessarily binary. For a more detailed treatment of \( \mu \)-automata, reader can refer to [12]. We give a translation from HTSSs to automata as follows.

**Definition 6:** Let \( H = (\Sigma, s_0, R^{must}, R^{may}, L, AP) \) be an HTS. The automaton associated with \( H \), \( A_H = (Q, B, q_0, CH, BR, L', \Omega, AP) \), has choice states \( Q = \{q_i \mid s_i \in \Sigma\} \), branch states \( B = \{b_{i,s} \mid s_i \in \Sigma, s \subseteq R^{may}(s_i)\} \), and the initial state \( q_0 \) that corresponds to \( s_0 \). The labelling of a branch state \( b_{i,s} \) is the labelling of \( s_i \) in \( H \), i.e., \( L'(b_{i,s}) = L(s_i) \). The indexing function assigns 0 to every choice state, making all choice states accepting. The transition relations are: 

\[
\begin{align*}
CH &= \{(q_i, b_{i,s}) \mid \forall S \subseteq R^{must}(s_i) \cdot S' \cap S \neq \emptyset \} \\
BR &= \{(b_{i,s}, q_i) \mid s_j \in S \}
\end{align*}
\]

For example, the translation \( A_H \) of the HTS \( H \) in Figure 1(d) is shown in Figure 3(a). For every abstract model \( H \), \( \mathcal{L}(A_H) \) should be equal to \( \mathcal{L}[H] \). For a consistent HTS \( H \), all of whose completions are expressible as KSSs, our translation in Definition 6 guarantees that \( \mathcal{L}(A_H) = \mathcal{L}[H] \).

**Theorem 1:** Let \( H \) be a consistent HTS with the additional requirement that for every \( s \in \Sigma \) and every \( S \subseteq R^{must}(s) \), we have \( S \subseteq R^{may}(s) \). Then, \( \mathcal{L}(A_H) = \mathcal{L}[H] \).

The proof of Theorem 1 is similar to that of Lemma 1 in [12].

In [12], a game-based simulation over automata has been defined as a sufficient condition for language inclusion, i.e., if \( A_1 \) is simulated by \( A_2 \), then \( \mathcal{L}(A_1) \subseteq \mathcal{L}(A_2) \). We adapt the definition of automata simulation from [12] to define an automata intersection game. We prove that the existence of a winning strategy for this game is a sufficient condition for non-emptiness of \( \mathcal{L}(A_1) \cap \mathcal{L}(A_2) \). Each play in an automata intersection game is a sequence of pairs of states of the same type. Here, being of the same type means that both states are either choice states or branch states. A pair of choice (resp. branch) states is called a choice (resp. branch) configuration. At a choice configuration \( (q_1, q_2) \), only Player I can move, choosing one branch state in \( CH(q_1) \) and one in \( CH(q_2) \) that match on labels. Player I’s goal is to find a common path that is accepted by both \( A_1 \) and \( A_2 \). At a branch configuration \( (b_1, b_2) \), Player II moves first and chooses any side, \( b_1 \) or \( b_2 \), and any successor of that side. Player I has to respond with a successor of the other side. Intuitively, Player I wins the play if Player II cannot steer it onto a path which is not accepted by either of the automata.

**Definition 7:** Let \( A_1 \) and \( A_2 \) be automata with initial states \( q_1^0 \) and \( q_2^0 \), respectively. A \( (q_1^0, q_2^0) \)-game is defined as follows:

1. **(Initial)** The initial configuration is \( (q_1^0, q_2^0) \)
2. **(Choice)** In a choice configuration \( (q_1, q_2) \in Q_1 \times Q_2 \), Player I chooses \( b_1 \in CH(q_1) \) and \( b_2 \in CH(q_2) \). The play continues from configuration \( (b_1, b_2) \).
3. **(Branch)** In a branch configuration \( (b_1, b_2) \in B_1 \times B_2 \), the play can proceed in one of the following ways:
   a. The play ends and is a win for Player I if \( L_1(b_1) = L_2(b_2) \); it is a win for Player II otherwise.
   b. Player II chooses a ‘side’ \( i \in \{1, 2\} \), and a choice state \( q_i \in BR_i(b_i) \); Player I must respond with a choice state \( q_j \in BR_j(b_j) \) from the other side \( j \).

The play continues from the configuration \( (q_1, q_2) \).

1. If a finite play ends by rule 3a, the winner is as specified in that rule. For an infinite play, player \( \pi \) and \( i \in \{1, 2\} \), let \( \text{proj}_i(\pi) \) be the infinite sequence from \( Q_i^0 \) obtained by projecting the choice configurations of \( \pi \) onto component \( i \). Then, \( \pi \) is a win.
for Player I iff \( \text{proj}_1(\pi) \) and \( \text{proj}_2(\pi) \) satisfy the acceptance conditions for \( A_1 \) and \( A_2 \), respectively.

We say that there is an intersection relation \( \cap \) between \( A_1 \) and \( A_2 \), written as \( A_1 \cap A_2 \), if Player I has a winning strategy for the \((q_0^1, q_0^2)-game\).

**Theorem 2:** \( A_1 \cap A_2 \) implies \( L(A_1) \cap L(A_2) \neq \emptyset \).

By Definition 4, a formula \( \varphi \) is negatively self-minimizing if for every HTS \( H \) over which \( \varphi \) is non-free, there is a completion satisfying \( \varphi \).

**Theorem 3:** An \( L_\mu \) formula \( \varphi \) is negatively self-minimizing if for every HTS \( H \), \( \|\varphi\|_3^H \neq f \Rightarrow A_H \cap A_\varphi \), and is positively self-minimizing if for every HTS \( H \), \( \|\varphi\|_3^H \neq t \Rightarrow A_H \cap A_\varphi \).

This theorem follows from Theorem 2 and Definition 4. We use it in the next section to prove the main result of the paper.

**IV. DISJUNCTIVE/CONJUNCTIVE \( L_\mu \) AND SELF-MINIMIZATION**

In this section, we introduce disjunctive \( L_\mu \) and its dual, conjunctive \( L_\mu \), defined in [11], and prove that \( L_\mu \) formulas in disjunctive and conjunctive forms are, respectively, negatively and positively self-minimizing.

We start by noting that arbitrary \( L_\mu \) formulas may not be self-minimizing. For instance, HTS \( H \) in Figure 1(d) has completions that satisfy either \( AGp \) or \( AGq \), but there is no completion satisfying \( AGp \land AGq \). Thus, we cannot inductively prove that formulas of the form \( \varphi_1 \lor \varphi_2 \) are negatively self-minimizing (or \( \varphi_1 \land \varphi_2 \) positively self-minimizing).

Intuitively, this is the same reason why satisfiability of \( \varphi_1 \lor \varphi_2 \) cannot be known by structural induction. [11] proposes a syntactic form of \( L_\mu \) formulas, referred to as disjunctive \( L_\mu \), for which satisfiability can be known inductively. The analogy between identifying negatively self-minimizing formulas and the satisfiability problem suggests that disjunctive \( L_\mu \) may be negatively self-minimizing. We prove this below.

**Definition 8:** [11] Let \( \Gamma \) be a finite set of \( L_\mu \) formulas. We define \( \text{ref}(\Gamma) = \bigwedge_{\psi \in \Gamma} EX\psi \land AX\bigvee_{\psi \in \Gamma} \psi \). Disjunctive \( L_\mu \), denoted \( L^\vee_\mu \), is the set of formulas generated by the following grammar:

\[
\varphi ::= p \mid \neg p \mid Z \mid \varphi \lor \varphi \mid \varphi_1 \land \ldots \land \varphi_n \mid \sigma(Z) \cdot \varphi(Z)
\]

where \( p \in AP \), \( Z \in \text{Var} \) and \( \sigma \in \{\mu, \nu\} \); and for \( \sigma(Z) \cdot \varphi(Z), \) \( Z \) occurs in \( \varphi(Z) \) only positively, and does not occur in any context \( Z \land \psi \) or \( \psi \land Z \) for some \( \psi \). A disjunctive \( L_\mu \) formula is negatively self-minimizing if and only if it is not a well-formed formula (WFF) of the form \( \text{ref}(\Gamma) \) for any finite set \( \Gamma \) of \( L^\vee_\mu \) formulas, and at most one of the \( \varphi_i \) is of the form \( \text{ref}(\Gamma) \). Dually, we define conjunctive \( L_\mu \), denoted \( L^\land_\mu \), consisting of all \( L_\mu \) formulas \( \varphi \) where \( \text{NNF}(\neg \varphi) \in L^\land_\mu \).

Every \( \varphi \in L^\vee_\mu \) can be linearly translated to a \( \mu \)-automaton \( A_\varphi \) so that \( K \in L(A_\varphi) \) iff \( K \models \varphi \) [11]. For example, a \( \mu \)-automaton \( A_{AGp} \) corresponding to \( AGp \) is shown in Figure 3(b). \(^2\) Let \( K \) be a KS over \( AP = \{p, q\} \). \( K \) satisfies \( AGp \) iff all its states are labelled with \( \{p, q\} \) or \( \{p, \neg q\} \), i.e., unfolding \( K \) from its initial state results in an infinite tree, all of whose nodes, are labelled with \( \{p, q\} \) or \( \{p, \neg q\} \). Hence, the tree is accepted by \( A_{AGp} \), and so is \( K \).

The formula \( AG(p \land q) = \nu Z \cdot p \land q \land AXZ \) is in \( L^\vee_\mu \), but \( AGp \land AGq \) is not, because the conjunction is not special. A non-disjunctive formula such as \( AGp \land AGq \) would be first written in its disjunctive form, \( AG(p \land q) \), and then translated to a \( \mu \)-automaton. Automaton \( A_{AG(p \land q)} \) is exactly the same as \( A_{AGp} \) but without branch state \( b_1 \).

**Theorem 4:** Every closed \( L^\vee_\mu \) formula is negatively self-minimizing.

Using Definition 4, we can show by structural induction that every \( L^\vee_\mu \) formula except the greatest fixpoint is negatively self-minimizing [8]. As argued in [8], a naive proof does not work for the greatest fixpoint formulas: Let \( \varphi' = \nu Z \cdot \varphi(Z) \) and \( \|\varphi'\|_3^H \neq f \). By the semantics of the greatest fixpoint, \( \|\varphi'(t)\|_3^H \neq f \) for every \( i > 0 \). By inductive hypothesis, for every \( i \) there is a completion \( K_i \) of \( H \) that satisfies \( \varphi'(t) \). While the sequence of \( \varphi'(t) \) converges to the fixpoint \( \varphi' \) on \( H \), it is not clear whether the sequence of \( K_i \) converges to a completion of \( H \) satisfying \( \varphi' \).

In our proof, we use the automata intersection game introduced in Section III. Instead of explicitly constructing a KS \( K \in C[H] \) satisfying \( \varphi' \), we prove that such a completion exists by showing a winning strategy of Player I for the game \( A_H \cap A_{\varphi'} \). We sketch the proof and illustrate it by an example that uses a greatest fixpoint operator.

By inductive hypothesis, Player I has a winning strategy \( T^i \) for \( A_H \cap A_{\varphi'(t)} \) for every \( i \). For a large enough \( i \), we can convert \( T^i \) to a winning strategy \( T \) for \( A_H \cap A_{\varphi'} \): Automaton \( A_{\varphi'(t)} \) is a finite chain of unfoldings of \( A_{\varphi'} \), i.e., there is a morphism \( h \) which partially maps states of \( A_{\varphi'(t)} \) to those of \( A_{\varphi'} \). We apply \( h \) to \( T^i \) to obtain \( T \).

For example, let \( \varphi' = AGp = \nu Z \cdot p \land AXZ \). For this formula, \( \varphi(Z) = p \land AXZ \). Consider automata \( A_{AGp} \) and \( A_{\varphi'(t)} \) shown in Figure 3(b) and (c) respectively. The mapping \( h \) is defined as follows: choice state \( q_{\varphi'(t)} \) is mapped to \( q_{AGp} \), choice states \( q_{\varphi'(t)} \) to \( q_{\varphi'(t)} \) for \( 1 \leq i \leq 3 \), and branch states \( b_{1, i} \) to \( b_i \) for \( i \in \{0, 1\} \) and \( 1 \leq i \leq 4 \). State \( q_t \) and its corresponding branch states are left unmapped.

The winning strategy \( T^i \) is a function that for a choice configuration, returns a branch configuration, and for a branch configuration and a choice of Player II from either side, returns a choice state from the opposite side. We call two branch (branch) configurations \( (s_1, s_2) \) and \( (s_1, s_2) \) indistinguishable by \( h \) if \( h(s_1) = h(s_2) \). For convenience, we extend \( h \) to pairs \( (s_1, s_2) \) of states, where \( s_1 \) is in \( A_H \) and \( s_2 \) is in \( A_{\varphi'(t)} \) by letting \( h(s_1, s_2) = (h(s_1), h(s_2)) \). We define a strategy function \( T \) for Player I in the game \( A_H \cap A_{\varphi'} \) as follows:

(i) For every choice configuration \( (q_1, q_2) \), let \( T(q_1, q_2) = h(T^i(q_1, q_2)) \) for some \( q_2 \) in \( A_{\varphi'(t)} \).
Fig. 3. Examples of automata, winning strategies, and semantic tableau: (a) automaton $A_H$ corresponding to HTS $H$ in Figure 1(d); (b) automaton $A_{AGP}$; (c) automaton $A_{\varphi(t)}$; (d) winning strategy $T^4$ for $A_H \cap A_{\varphi(t)}$; (e) winning strategy $T$ for $A_H \cap A_{AGP}$; (f) the tableau associated to $AGp \land AGq$ [11]; and (g) extracting the disjunctive form of $AGp \land AGq$ from its tableau by the procedure of [11].

where $q_2 = h(q_2^1)$;

(ii) For every branch configuration $(b_1, b_2)$ and every choice $q_1$ of Player II from $A_H$, let $T(b_1, b_2, q_1) = h(T^i(b_1, b_2, q_1))$ for some $b_2'$ in $A_{\varphi(t)}$, where $b_2 = h(b_2')$;

(iii) For every branch configuration $(b_1, b_2)$ and every choice $q_2$ of Player II from $A_{\varphi(t)}$, let $T(b_1, b_2, q_2) = T^i(b_1, b_2, q_2')$ for some $q_2'$ and $b_2'$ in $A_{\varphi(t)}$, where $q_2 = h(q_2')$ and $b_2 = h(b_2')$.

We first show that $T$ is a function. Since unfoldings of $A_{\varphi(t)}$ are isomorphic, there is some $T^i$ s.t. for every two choice (branch) configurations indistinguishable by $h$, $T^i$ returns configurations indistinguishable by $h$ as well. That is, $T^i$ returns the same results modulo $h$ for arbitrary $b_2' \in h^{-1}(b_2)$ and $q_2' \in h^{-1}(q_2)$, making $T^i$ a function.

Since $h$ is undefined for $q_t$, to ensure that $T$ is a valid strategy, we need to show that in the case (ii) above, there is always a $b_2'$ where $T^i(b_1, b_2', q_1) \neq q_t$. Since $A_{\varphi(t)}$ and $A_H$ are finite, such $b_2' \in h^{-1}(b_2)$ is found for a large enough $i$.

Strategy $T$ as defined above is a valid strategy function for Player I in the game $A_H \cap A_{\varphi(t)}$. Note that $T$ is undefined for the inputs for which $T^i$ modulo $h$ is undefined. It remains to show that $T$ is winning. Let $\pi$ be any play produced by $T$. Play $\pi$ is an infinite sequence of configurations. Automata $A_H$ and $A_{\varphi(t)}$ are finite. Thus, there must be a configuration $(q_1, q_2)$ repeated infinitely often in $\pi$. We map $\pi$ back through $h^{-1}$, and distinguish two cases: (1) $\pi$ is mapped back to a play $\pi'$ generated by $T^i$ s.t. infinitely many occurrences of $(q_1, q_2)$ are mapped to a single configuration $(q_1, q_2) = q_i$ in $\pi'$ and $T^i$ is a winning strategy for Player I, $\pi'$ is won by Player I. Since $h$ preserves parity of state indices, $\pi$ is won by Player I in $T$ as well. (2) $\pi$ is mapped back to a prefix of some $\pi'$ generated by $T^i$ s.t. infinitely many pairs of consecutive occurrences of $(q_1, q_2)$ are mapped to two different configurations $(q_1, q_2')$ and $(q_1, q_2'')$ in $\pi'$, where $h(q_2') = h(q_2'')$. These two configurations are different; but since they are indistinguishable by $h$, they have to belong to two different unfoldings in the chain $A_{\varphi(t)}$. Passing between unfoldings requires going through some state of the form $q_{2^j}$ for some $j < i$. Since $h(q_{2^j}) = q_2$, there is an occurrence of $(q, q_2)$ for some state $q$ of $A_H$ between two consecutive occurrences of $(q_1, q_2)$ in $\pi$. Thus, $\pi$ satisfies the acceptance conditions of both $A_H$ and $A_{\varphi(t)}$ and as such, is a play won by Player I. This happens for every play generated by strategy $T$, and hence, strategy $T$ is winning for Player I.

A winning strategy for $A_H \cap A_{\varphi(t)}$, denoted $T^4$, and its translation $T$ by $h$ are shown in Figures 3(d) and (e), respectively. For this example, unfolding automaton $A_{\varphi(t)}$ four times is enough, because the only play produced by $T^4$ (shown in Figure 3(d)) visits two configurations $(q_3, q_{2^{i+1}})$ and $(q_3, q_{2^{i+1}})$ indistinguishable by $h$.

The following holds by duality to Theorem 4.

Theorem 5: Every closed $L_\mu$ formula is positively self-minimizing.

Theorems 4 and 5 provide sufficient syntactic checks for identifying self-minimizing $L_\mu$ formulas that can be used in step (2) of the algorithm in Figure 1(a). Note that Theorems 4 and 5 only hold for HTSs, but not for PKSs or MixTSs. For example, $p \land \neg p$ is in $L_\mu^\varphi$, but is not negatively self-minimizing over such models. Consider a model $M$ with a single state in which the proposition $p$ is true. In $M$, $p \land \neg p$ is true, but this formula is false in any completion of $M$. In Section V, we show that by syntactically modifying disjunctive and conjunctive $L_\mu$ formulas, these formulas become negatively and positively self-minimizing over PKSs and MixTSs.

V. THOROUGH CHECKING ALGORITHM

In this section, we complete the thorough checking algorithm shown in Figure 1(a) by describing its subroutines ISSELFMINIMIZING() and SEMANTICMINIMIZATION(). Since we want this algorithm to work for arbitrary abstract models described as PKSs, MixTSs, or HTSs, we first need to show how disjunctive (resp. conjunctive) formulas can be made negatively (resp. positively) self-minimizing over these models.

Theorem 6: Let $\varphi$ be a closed $L_\mu$ formula s.t. for every special conjunction $\psi = \psi_1 \land \ldots \land \psi_n$ in $\varphi$, there are no literals $\psi_i$ and $\psi_j$ ($1 \leq i, j \leq n$) where $\psi_i \equiv \neg \psi_j$. Then, $\varphi$ is
negatively self-minimizing over abstract models described as HTTs, PKSs, or MixTSSs.  

The above theorem can be proven using the same argument as Theorem 4. The proof of Theorem 4 fails for MixTSSs and PKSs, when some special conjunction in $\varphi$ is of the form $p \land \neg p \land \ldots \land \varphi_n$, but Theorem 6 explicitly excludes this case, and hence, remains valid. Similarly, conjunctive formulas can be made positively self-minimizing for PKSs and MixTSSs with a condition dual to that in Theorem 6.

The complete thorough checking algorithm is shown in Figure 4: THOROUGHCHECK takes an abstract model $M$, described as an HTS, PKS, or MixTS, and an $L_\mu$ formula $\varphi$, and returns the result of thorough checking $\varphi$ over $M$. In THOROUGHCHECK(), semantic minimization is carried out in two steps: On line 5, $\varphi$ is converted to its negative, and on line 7, to its positive semantic minimization formula. If model checking the negative semantic minimization returns false, $\varphi$ is false by thorough checking, too; and if model checking the positive semantic minimization returns true, $\varphi$ is true by thorough checking, as well.

If the model is a PKS or an MixTS, self-minimization follows from the monotonicity of $\varphi$, and so does the check in line 10 [8], [10]. Otherwise, we check whether $\varphi \in L_\mu^v \cap L_\mu^p$ which, by our Theorems 4 and 5, guarantees self-minimization.

In SEMANTICMINIMIZATION(), $\varphi$ is first converted to its disjunctive form $\varphi^\lor$ by the tableau-based conversion in [11]. Then, any special conjunction in $\varphi$ containing two literals $p$ and $\neg p$ is replaced with false. This ensures that $\varphi^\lor$ satisfies the condition in Theorem 6. Therefore, when passed $\varphi$ (resp. $\text{WF}^*(\neg \varphi)$) as a parameter, SEMANTICMINIMIZATION() computes a negative (resp. positive) semantic minimization of $\varphi$.

To illustrate the algorithm, recall the formula $\varphi = AGq \land A[pU\neg q]$ from Section I. By compositional semantics, $\varphi$ is maybe over both PKS $M$ in Figure 1(c) and HTS $H$ in Figure 1(d). Since $\varphi$ is non-monotone and non-disjunctive, it is not self-minimizing for either $M$ or $H$. SEMANTICMINIMIZATION() computes $\varphi$’s negative semantic minimization by first converting it into a disjunctive form $\varphi^\lor = \mu Z \land (q \land A\neg Gq \land \neg q) \lor (p \land q \land AXZ)$, and then replacing the first conjunct with false. The result is the formula $\mu Z \land \neg q \lor (p \land q \land AXZ)$ which is false over both $M$ and $H$, meaning that $\varphi$ is false by thorough checking over both models. On the other hand, the formula $AGp \land AGq$ is monotone and thus self-minimizing for $M$. However, this formula is not disjunctive and thus not self-minimizing for $H$. SEMANTICMINIMIZATION() computes a negative semantic minimization of this formula by converting it to its disjunctive form $AG(p\land q)$ which turns out to be false over $H$. This shows that $AGp \land AGq$ is false by thorough checking over $H$.

Complexity. Let $\varphi \in L_\mu$ and $M$ be an abstract model. The complexity of SELFMINIMIZATION($\varphi$, $M$) is linear in the size of $\varphi$, and that of MODELCHECK($\varphi$, $M$) is $O(|\varphi| \cdot |M|)^{d/2}$, where $d$ is the alternation depth of $\varphi$ [18]. Thus, for the class of self-minimizing formulas, the running time of THOROUGHCHECK($\varphi$, $M$) is the same as that of compositional model checking, i.e., $O(|\varphi| \cdot |M|)^{d/2}$.

The complexity of SEMANTICMINIMIZATION($\varphi$), i.e., the complexity of converting an $L_\mu$ formula $\varphi$ to its disjunctive $\varphi^\lor$ or conjunctive $\varphi^\land$ form, is $O(2^{O(|\varphi|)})$, producing formulas of size $O(2^{O(|\varphi|)})$ [11]. Therefore, for formulas requiring semantic minimization, the running time of THOROUGHCHECK($\varphi$, $M$) is $O(2^{O(|\varphi|) \cdot |M|)^{d/2}})$, where $d$ is the maximum of the alternation depths of $\varphi^\lor$ and $\varphi^\land$. When $\varphi^\lor$ and $\varphi^\land$ are alternation-free, i.e., $d = 0$, the complexity of THOROUGHCHECK($\varphi$, $M$) becomes linear in the size of the abstract model, making the procedure efficient. However, we leave to future work the study of the relationships between the alternation depths of $\varphi^\lor$ and $\varphi^\land$ and that of $\varphi$.

VI. SELF-MINIMIZATION FOR CTL

In Section IV, we gave sufficient syntactic conditions for identifying self-minimizing $L_\mu$ formulas. Since CTL is used more often than $L_\mu$ in practice, it is useful to identify self-minimizing fragments of CTL as well. We do so by constructing grammars that generate positively/negatively self-minimizing CTL formulas.

[8] gives two grammars for negatively/positively self-minimizing formulas. Using our results on self-minimization checks of disjunctive/conjunctive $L_\mu$, we extend these grammars as shown in Figure 5: $\varphi^{neg}$ generates negatively and $\varphi^{pos}$ generates positively self-minimizing formulas. The new constructs $A[\varphi^{prop}\varphi^{neg}]$ and $A[\varphi^{neg}\varphi^{prop}]$ added to the $\varphi^{neg}$ grammar include formulas such as $AGp$ and $A[pUq]$ that are negatively self-minimizing by Theorem 4. The construct $E[\varphi^{pos}\varphi^{prop}]$ added to the $\varphi^{pos}$ grammar includes, for instance, $EFp$ that is positively self-minimizing by Theorem 5. Clearly, these grammars still do not capture the entire CTL which is not surprising because CTL is not closed under semantic minimization [8].

The notion of self-minimization in our grammars works only for HTTs. For example, $\varphi^{neg}$ can generate $p \land \neg p$ which is not positively self-minimizing for either PKSs or MixTSSs. To extend our grammars to these formalisms, we could restrict the grammar rules as in [9], [8] for propositional formulas, so that they do not produce non-monotone formulas.
We base our proof on an automata intersection game. Our results provide a simple syntactic check for identifying self-minimizing formulas. For such formulas, thorough checking is as cheap as compositional model checking. We also proposed an algorithm for semantic minimization of $L_\mu$ and showed that its complexity is linear in the size of abstract models for $L_\mu$ formulas with alternation-free disjunctive and conjunctive forms.

In [7], it was shown that the complexity of thorough checking for the class of persistence properties [21], i.e., properties recognizable by co-Büchi automata, is also linear in the size of the abstract model. Studying the relationships between persistence properties and $L_\mu$ formulas with alternation-free disjunctive and conjunctive forms is left for future work.

Dams and Namjoshi [12] envisioned that viewing abstract models as $\mu$-automata can open up many important connections between abstraction and automata theory. We believe that our work establishes one such connection, paving the way for further research on automata-based approaches to abstraction.
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VIII. CONCLUSION AND FUTURE WORK

In this paper, we proved that disjunctive $L_\mu$ and conjunctive $L_\mu$ are, respectively, negatively and positively self-minimizing over HTSs. We base our proof on an automata intersection game. Our results provide a simple syntactic check for identifying self-minimizing formulas. For such formulas, thorough checking is as cheap as compositional model checking. We also proposed an algorithm for semantic minimization of $L_\mu$ and showed that its complexity is linear in the size of abstract models for $L_\mu$ formulas with alternation-free disjunctive and conjunctive forms.

\[ \varphi_{\text{neg}} := p \lor \neg \varphi \lor \varphi_{\text{non}} \lor \varphi_{\text{non}} \lor \varphi_{\text{non}} \land \varphi_{\text{non}} \lor \text{ref}(\Gamma_{\mu}) \lor E[\varphi_{\mu} \lor \varphi_{\text{prop}}] \]

\[ \varphi_{\text{pos}} := p \land \neg \varphi \lor \varphi_{\text{non}} \lor \varphi_{\text{non}} \lor \varphi_{\text{non}} \land \varphi_{\text{non}} \lor \text{ref}(\Gamma_{\mu}) \lor E[\varphi_{\mu} \lor \varphi_{\text{prop}}] \]

Fig. 5. The grammar $\varphi_{\text{neg}}$ (resp. $\varphi_{\text{pos}}$) generates negatively (resp. positively) self-minimizing subsets of CTL: $\Gamma_{\mu}$ (resp. $\Gamma_{\mu}$) is a finite set of formulas generated by $\varphi_{\text{neg}}$ (resp. $\varphi_{\text{pos}}$), and $\text{ref}$ is the dual of the operator $\text{ref}$.

VII. RELATED WORK AND DISCUSSION

The problem of thorough checking for propositional logic was considered by [9] which proposed an efficient BDD-based algorithm for semantic minimization of propositional formulas. [1], [7] studied complexities and lower bounds for thorough checking of various temporal logics. [10] proposed self-minimizing checks for CTL, and [8] extended those checks to $L_\mu$, and further, studied semantic minimization of various temporal logics.

In [8], a series of conversions between tree-automata and $L_\mu$ formulas is used to show that a semantic minimization of an $L_\mu$ formula can be computed in exponential time. This approach is hard to implement because it uses non-deterministic tree automata whose states have unbounded arities. The method proposed in [11] for translating an $L_\mu$ formula to its disjunctive form has the same complexity but is easier to implement, because it uses $\mu$-automata instead– in this kind of automata, the number of successors of each state can be obtained from the structure of the formula.

As an example, the process of transforming $AG(p \land AGq)$ into its disjunctive form $AG(p \land q)$ was illustrated in Figures 3(e) and (f). The tableau for $AG(p \land AGq)$, constructed based on the $L_\mu$ proof rules of [11], is shown in Figure 3(e). The disjunctive form of $AG(p \land AGq)$ is constructed by traversing this tableau from its leaves to the top and labelling each node with a formula according to the procedure of [19] (see Figure 3(f)). Similar tableau methods were used in [20] for automata-based model checking of formulas whose conjunctions are restricted to having at most one conjunct with fixpoint variables.

In our paper, we only considered HTSs with 2-valued labels. This is in contrast to the HTSs in [4], [5] where states have 3-valued labels. Following [12], HTSs with 3-valued labels can be translated to ours. If the resulting HTSs satisfy the conditions in Theorem 1, then our results apply to the more general HTSs of [4], [5] as well.
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**Theorem 2.** $A_1 \cap A_2$ implies $L(A_1) \cap L(A_2) \neq \emptyset$.

**Proof:**

Consider a winning strategy tree $T$ for Player I in the intersection game $A_1 \cap A_2$. This tree can be seen as a (possibly infinite) automaton $A_3$ where: (1) Every node in $T$ labelled with a choice configuration $(q_i, q_2)$ becomes a choice state in $A_3$; and (2) Every node labelled with a branch configuration $(b_1, b_2)$ becomes a branch state in $A_3$. Furthermore, the indexing function assigns 0 to every choice state in $A_3$.

Now, we prove that $A_3 \subseteq A_1$ and $A_3 \subseteq A_2$. We first describe a strategy for Player I for the simulation games $A_1 \subseteq A_1$ and $A_3 \subseteq A_2$ as follows: for the game $A_3 \subseteq A_1$, $(i \in \{1, 2\})$ (1) at a choice configuration, if Player II chooses $(b_1, b_2)$ in $A_3$, Player I responds with $b_i$ in $A_i$, and (2) at a branch configuration, if Player II chooses $(q_1, q_2)$ from $A_3$, Player I responds with $q_i$ in $A_i$, and (ii) if Player II chooses $q_i$ (resp. $q_2$) from $A_3$ (resp. $A_2$), Player I responds with $(q_i, q_2)$ in $A_3$ where $q_i = q_i$ (resp. $q_2 = q_2$).

Since $T$ is a winning strategy for the game $A_1 \cap A_2$, every path in $T$ satisfies the acceptance conditions of both $A_1$ and $A_2$. Therefore, the strategies mentioned above for simulation games $A_3 \subseteq A_1$ and $A_3 \subseteq A_2$ are indeed winning.

Since simulation is a sufficient condition for language inclusion [12], $A_3 \subseteq A_1$ and $A_3 \subseteq A_2$ imply $L(A_3) \subseteq L(A_1)$ and $L(A_3) \subseteq L(A_2)$. Furthermore, $A_3$ is non-empty because the parity index of all its choice states is 0. Thus, $L(A_1) \cap L(A_2) \neq \emptyset$. 


**Theorem 4.** Every $\varphi \in L_\mu^\forall$ is negatively self-minimizing.

**Proof:**

The property automata are shown in Figure 6. The construction of these automata is taken from [11] and respects the fact that $K \subseteq A_0$ if $K \models \varphi$ for every $\varphi \in L_\mu$, and every $K_0 K$.

By Theorem 3, in order to prove that every closed $L_\mu^\forall$ formula is negatively self-minimizing, it suffices to show that for every closed $\varphi \in L_\mu^\forall$ and every HTS $H$ where $||\varphi||^H \neq \emptyset$, Player I has a strategy to win the intersection game $A_H \cap A_\varphi$.

- $t$ is true.

The formula $t$ is non-empty in every HTS $H$. Consider an arbitrary HTS $H$ and its corresponding automaton $A_H$. For convenience, we assume $A_P = \{p\}$ in $H$. The automaton $A_1$ is shown in Figure 6(a) where $A_P = \{p\}$. We define a winning strategy for Player I for the intersection game $A_H \cap A_\varphi$ as follows: The initial configuration is $(q_0, q_u)$. At any choice configuration $(q, q_u)$, Player I chooses some $b \in CH_H(q)$ and $b \in CH_H(q)$ if $L_H(b) = \{p\}$ (resp. $L_H(b) = \{\neg p\}$). At any branch configuration $(b, b)$, Player I responds with $q_i$ if Player II chooses some $q \in CH_H(b)$. In case, Player II chooses $q_i$, Player I can respond with any $q \in CH_H(b)$. Clearly, Player I wins any play $\pi$ produced by this strategy, because $proj_2(\pi)$ satisfies the parity acceptance condition of $A_\varphi$.

- $\varphi$ is a literal ($p$ or $\neg p$). We prove the claim for $\varphi = p$. The proof for $\varphi = \neg p$ is similar.

The formula $p$ is non-empty in an HTS $H$, if the initial state of $H$, $s_0$, satisfies $p$. Consider an HTS $H$ on which $p$ is non-empty, and consider its corresponding automaton $A_H$. For convenience, we assume $A_P = \{p\}$. In $H$. The automaton $A_1$ is shown in Figure 6(b) where $A_P = \{p\}$. We define a winning strategy for Player I for the intersection game $A_H \cap A_\varphi$ as follows: The initial configuration is $(q_0, q_u)$. At the choice configuration $(q_0, q_u)$, Player I chooses some $b \in CH_H(q_0)$ and $b \in CH_H(q_0)$ (see Figure 6(b)). Observe that since $p$ is non-empty in $H$, for any branch state $b \in CH_H(q_0)$, we have $L_H(b) = \{p\}$. For the rest of the game, the strategy of Player I is the same as the one given for the intersection game $A_H \cap A_\varphi$.

- $\varphi$ is a special conjunction. Let $\varphi = \varphi_1 \land \ldots \land \varphi_n$ where $\varphi_i = \neg f(\Gamma)$ and $\varphi_i$ is a literal for every $i < n$.

The formula $\varphi$ is non-empty in a hyper-transformation system $H$, if the initial state of $H$, $s_0$ satisfies $\varphi_1 \land \ldots \land \varphi_n$, and further,

I. $\forall \psi \in \Gamma : \exists s_i \in R^{\text{m:s}}(s_0) : ||\psi||_H^S(s_i) \neq \emptyset$

II. $\forall s \in R^{\text{m:s}}(s_0) : \exists \psi \in \Gamma : \exists s' \in s : ||\psi||_H^S(s') \neq \emptyset$

Consider a consistent HTS $H$ that satisfies the condition stated in Theorem 1. Also, suppose $\varphi$ is non-empty on $H$. For convenience, we assume the propositions in $AP$ are restricted to the literals $\varphi_1, \ldots, \varphi_{n-1}$. Consider the following set:

$$S = \{ s \mid \exists s_i \in R^{\text{m:s}}(s_0) : \exists \psi \in \Gamma : \exists s' \in s \land ||\psi||_H^S(s') \neq \emptyset \} \cup \{ s \in R^{\text{m:s}}(s_0) : ||\psi||_H^S(s) \neq \emptyset \}$$

We first note that by II, $S \cap S$ is non-empty for every $s \in R^{\text{m:s}}(s_0)$. Thus, by Def 6, $q_u$ (which is equal to $q_0$ the initial state of $A_H$) has a branch successor $b_0, s \in CH_H(q_0)$. Furthermore, by the way $S$ is constructed, and I, it is guaranteed that

III. $\forall \psi \in \Gamma : \exists s \in S : ||\psi||_H^S(s) \neq \emptyset$

IV. $\forall s \in S \in \exists \psi \in \Gamma : ||\psi||_H^S(s) \neq \emptyset$

The automaton $A_{\varphi}$ is shown in Figure 6(c). We define a winning strategy for Player I for the intersection game $A_H \cap A_{\varphi}$ as follows: The initial configuration is $(q_0, q_u)$. At the choice configuration $(q_0, q_u)$, Player I chooses some $b \in CH_H(q_0)$, and $b \in CH_H(q_0)$ (see Figure 6(c)). Note that $s_0$ satisfies $\varphi_1 \land \ldots \land \varphi_{n-1}$, and the labelling of $b_0, s \in CH_H(q_0)$. At the branch configuration $(b_0, s)$, (1) if Player II chooses $q_0$ from $BR_H(6)$, Player I responds with $q_0'$ from $BR_H(6)$ where $s' \in S$ and $||\psi||_H^S(s') \neq \emptyset$, (2) if Player II chooses $q_0$ from $BR_H(6)$, Player I responds with some $q_0'$ from $BR_H(6)$ where $\psi \in \Gamma$ and $||\psi||_H^S(s') \neq \emptyset$. It is easy to see that by the construction of $A_{\varphi}$ (Definition 6), the conditions on $H$ in Theorem 1, and by III and IV, Player I can always respond to Player II's moves. By the inductive hypothesis, Player I has a winning strategy at any choice configuration $(q_0', q_u')$ where $||\psi||_H^S(s') \neq \emptyset$.

- $\varphi = \varphi_1 \lor \varphi_2$.

The formula $\varphi$ is non-empty in $H$, if either $\varphi_1$ or $\varphi_2$ is non-empty in $H$. Consider an HTS $H$ on which $\varphi$ is non-empty. Let $A_H$ be the automaton associated to $H$. The automaton $A_{\varphi}$ is shown in Figure 6(d). $A_1$ is constructed from $A_{\varphi_1}$ and $A_{\varphi_2}$ as follows: The choice states $q_{s_1}$ and $q_{s_2}$, i.e., the initial states of $A_{\varphi_1}$ and $A_{\varphi_2}$, respectively, are merged together to form $q_{s_1 \lor s_2}$ the initial state of $A_{\varphi}$. Furthermore, $\Omega(q_{s_1 \lor s_2})$ is equal to $\Omega(q_{s_1})$ if $i \in \{1, 2\}$ and $\Omega(q_{s_2})$ is even. If $\Omega(q_{s_1})$ and $\Omega(q_{s_2})$ are both odd then $\Omega(q_{s_1 \lor s_2})$ is equal to the one that is smaller.

We define a winning strategy for Player I for the intersection game $A_H \cap A_{\varphi}$ as follows: The initial configuration is $(q_0, q_u)$. At the choice configuration $(q_0, q_u)$, we distinguish two cases:

- $\varphi_1$ is non-empty in $H$: In this case, Player I has a winning strategy to win the game $A_H \cap A_{\varphi_1}$. Thus, Player I can choose $b \in CH_H(q_0)$ and some $b_0' \in BR_H(q_0)$ (see Figure 6(d)) where the winning strategy of Player I from the branch configuration $(b, b_0')$ is guaranteed by its winning strategy for the game $A_H \cap A_{\varphi_2}$.
- $\varphi_2$ is non-false in $H$: In this case, Player I can choose $b \in CH_H(q_0)$ and some $b^*_2 \in BR_\varphi(q_2)$ (see Figure 6(d)) where the winning of Player I from the branch configuration $(b, b^*_2)$ is guaranteed by its winning strategy for the game $A_H \cap A_{\varphi_2}$.

The automaton $A_\varphi$ where $\varphi = \varphi_1 \lor \varphi_2$ is made of two disjoint automata $A_{\varphi_1}$ and $A_{\varphi_2}$ that only meet at state $q_{\varphi_1 \lor \varphi_2}$. Therefore, we only need to ensure that Player I can make the right move at the configurations that involve the choice state $q_\varphi$. The rest of the game can be played successfully by the inductive hypothesis.

- The proof for the greatest fixpoint case, $\varphi = \nu Z \cdot \varphi_1(Z)$, is given inside the paper. The proof for the least fixpoint case, $\varphi = \mu Z \cdot \varphi_1(Z)$ is similar.